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12.4 Bootstrapping for regression
In this section we will consider bootstrapping in a linear regression setting (see

Chapter 4 for a general introduction to linear regression). Consider a setting with

 being the outcome (response) variable, while  is a set of covari-

ates (explanatory variables). Assume the model

(12.10)

where the ’s are regression coefficients and  are the noise terms

assumed to be iid variables. An important distinction in this case is whether the

covariates  are assumeld to be random variables or not. In observed

experiments, the ’s may be observations on each individual as well and predic-

tions are to be made on new ’s not yet observed. In designed experiments, the

Example 12.1 (cont) 
Figure 12.3 shows the different nonparametric confidence intervals for the

CD4 count data, both for the median of the difference in counts and for the

correlation between the counts. Here the boot library in R has been used for

construction of the intervals, where the estimation of the acceleration con-

stant  is performed somewhat differently to (12.9). For the median, all

intervals are quite similar, reflecting that the bias is small and that a normal

approximation for the median is reasonable. The long left tail in the distri-

bution of bootstrap samples for the correlation (Figure 12.2) moves the

percentile and  intervals to the left. In such cases, both the interval

based on the normal approximation and the bootstrap percentile interval

can be questionable.

Figure 12.3 95% confidence intervals for median of count differences and corre-
lation between counts.
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