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’s are usually fixed before starting the experiments and coincide with the 

values that are of interest, for example, for prediction. There may also be other

reasons for keeping the covariates fixed, for instance in order to make inference

conditional on the actual data that are collected.

12.4.1 Sampling pairs
Assume  is a pair of random variables drawn from a bivariate distribution

. For a nonparametric approach, the nonparametric bootstrap procedure in

Algorithm 12.3 can then be directly applied. An alternative is to assume 

(perhaps after suitable transformations) is bivariate normally distributed. In this

case, the simulation step 1 in Algorithm 12.3 would have to be changed to simula-

tion of bivariate normal variables, resulting in a parametric bootstrap procedure.

Both versions can easily be extended to several covariates.

Example 12.2
Consider a data set listed in Altman (1991) and originally given in Thuesen

et al. (1985). The data consist of 24 type one diabetic patients, measuring

fasting blood glucose (GLUCOSE in mmol/l) and mean velocity of circum-

ferential shortening of the left ventricle (VCF) derived from echocardio-

graphy. The data are displayed in Figure12.4 (left panel).

Figure 12.4 Left: relationship between fasting blood glucose (GLUCOSE) and
mean velocity (VCF). A LS regression line is imposed on the data. Right: qqplot of
residuals from the linear regression model.

Assume a linear regression model
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