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where  is the maximum likelihood estimate for  under the

simplified model

For the given data, with a significance level of , we reject  and

obtain  under the original model

(12.11). The standard error for  assuming this model and a normal dis-

tribution on the noise terms  is 0.059, with a corresponding 95% con-

fidence interval  (see Chapter 4 for how these quantities can

be calculated). Here, as is common practice, the uncertainty connected to

model selection is neglected when uncertainty about  is considered.

Mathematical derivations of the properties of  when model uncertainty

is taken into account is difficult, but as we shall see, the bootstrap technol-

ogy is well-suited for this purpose.

When applying the bootstrap procedure, evaluating properties of sev-

eral estimators simultaneously is straightforward, in that step two is

repeated for each estimator. For , this step will include a model selection

step for each bootstrap sample. Histograms of nonparametric bootstrap

samples are shown in Figure 12.5. Note the bimodal shape for the distribu-

tion of  which corresponds to the uncertainty involved over which

model to select. Among the 5000 bootstrap samples, 2546 selected the full

model (the mean of  corresponding to these samples was 1.45) while

2454 selected the smallest model (mean 1.31).

Figure 12.5 Histogram of 5000 simulations of  (left),  (middle) and 
(right) for ordinary regression on the glucose data set.

�β0 =1
=

1

n
Y

i

n

i∑ β0

Y i ni i= , =1,..., .0β ε+

α = 0.05 H0

ˆ ˆ ˆμ β β= =1.098 0.022 14 =1.4050 1 1+ + ⋅+xn

μ̂
{ }εi

(1.283, 1.528)

μ̂
μ̂

μ̂

μ̂m
*

μ̂m
*

0.8

D
en

si
ty

D
en

si
ty

D
en

si
ty

3.5

3.0

2.5

2.0

1.5

1.0

0.5

30

25

20

15

10

5

0 0

1

2

3

4

0.0

1.0 1.2 1.4 1.6 -0.02 0.00 0.02 0.04 0.06 1.2 1.3 1.4 1.5 1.6 1.7

β*0
^ β*1

^ μ*^

β̂0
* β̂1

* μ̂ *

0000 101058 GRMAT #1C41220.book  Page 416  Thursday, November 1, 2012  2:45 PM


