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tions. Consider the very simplistic causal DAG in Figure 15.3, with a dichotomous

exposure variable A and outcome Y.

Figure 15.3 A causal DAG for the variables A and Y.

For example, if half of the population were men where exposure had a beneficial

effect and the other half were women where exposure had a harmful effect

(Hernan and Robins, 2012), and these effects canceled out perfectly, there would

be no association, and the joint distribution of the data is said to be unfaithful to

the causal DAG. Perfect cancellation of effect, as in this example, is very rare, and

faithfulness is typically assumed to make independence and graphical independ-

ence equivalent concepts.

Informally, faithfulness can be thought of as the assumption that conditional

independencies are due to causal structure rather than accidents of parameter val-

ues (Spirites et al., 1993).

Marginal and conditional independence

From the definition of a causal DAG and the underlying assumptions, two vari-

ables are marginally independent if there is no arrow between them and they share

no common cause. If two variables are not marginally independent, they are mar-

ginally dependent.

Correspondingly, statements about conditional dependencies and conditional

independencies between variables can be read from a DAG. For example, if there is

no causal relationship between a variable A and an outcome Y, but they share a

common cause in the confounder L, A and Y would be associated. However, con-

ditioning on L, A and Y would not be associated, and hence A and Y would be con-

ditional independent.

Using standard graph notation, conditioning on a variable L is typically denoted

using a square box around the variable, as illustrated in Figure 15.4. In a statistical

analysis that would typically correspond to either restricting analysis to one value

of L, stratifying on values of , or adjusting for L in a regression analysis.
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