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which is also easy to compute, see also Section 2.2.1. Considering the special

case with  and  the Wald estimate is , clearly

not giving a reasonable result. Wilson’s method gives , better

reflecting the uncertainty involved. Other alternatives have also been sug-

gested in the literature.

Consider now a Bayesian approach. The first step is to specify a prior for

 For a situation with no prior information, a possible prior is the uni-

form distribution. Assume again a random sample of  individuals

are checked for infection and  are infected. The prior distribution

can now be updated to the posterior distribution based on our observa-

tions. The left panel in Figure 17.1 shows the prior and posterior densities

for  in this case.

Figure 17.1 Prior (dashed line) and posterior (solid line) densities of  in exam-
ple 17.1. Left panel is based on a uniform prior on . Right panel is based on a

 prior distribution.

Compared to the prior, the posterior density is clearly shifted towards zero,

reflecting that small prevalences are most likely when none infected are

observed within the random sample. An interval containing  with prob-

ability 95% can be constructed by specifying endpoints  such that

. Before data are collected, this gives an

interval  which is updated to  when taking the

data into account. The latter is almost identical to the Wilson score inter-

val. Note, however, the different interpretations of these intervals. The

Bayesian interval is a claim about  directly related to the given data. The

classical confidence intervals aim at being precise in the sense that if repeating
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