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probability distributions, and that all quantities of interest from such distribu-

tions can be extracted through computer simulations.

17.2 The basics
In this section we describe the basic ideas behind Bayesian methods.

Assume observations  possibly a vector of observations, is available. A stand-

ard statistical approach is to describe the stochastic behavior of the observations

through a density or distribution specified by some parameters, i.e.,  The

task of the analysis is to make inference on  based on 

For simplicity of notation in the following we assume  to have a continuous

sample space, in which case we can concentrate on densities (although we will talk

about densities and distributions interchangeably). We will use  generically to

denote densities with the quantities within the parentheses specifying the vari-

ables of interest.

The likelihood principle states that all relevant information about  in the

observations is contained in the likelihood function  Classical sta-

tistics would go on and construct an estimate of  through maximization of the

likelihood function, giving the maximum likelihood (ML) estimate.

Example 17.2
Figure 17.2 shows  samples of the luteinizing hormone in blood

samples at 10-minute intervals from a human female.

Figure 17.2 Luteinizing hormone in blood samples at 10-minute intervals from a
human female. (Source: Diggle, 1990.)
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