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Example 17.2 (cont)
2In order to apply Bayesian methods to the lh-data, we need to specify a

prior for the parameters involved. For mathematical convenience, consider

the precision parameter  rather than  itself (a common trick

within Bayesian statistics).

We will first of all assume  and  a priori are independent. A

mathematically convenient distribution for precision parameters is the

Gamma distribution, , where a and b are constants to be

specified. Figure 17.3 (left panel) shows this distribution for different val-

ues of  In each case the mean in the prior distributions (equal to

) is 3 while the variances (equal to ) range from 1 to 100. In prac-

tice, the type of distribution is of less importance compared to the choice

of parameters involved.

Figure 17.3 On the left, prior densities for  for  equal to  (solid line),
 (dashed line) and  (dotted line). On the right, corresponding

posterior distributions.

For , we will assume a uniform distribution within the interval 

reflecting that we have no prior information about  further than the sta-

bility condition.

For  we will assume a non-informative prior distribution mathemati-

cally defined as having a constant density value for all possible  Such

non-informative priors are frequently used within Bayesian analysis to

reflect situations where no prior information about a parameter is availa-

ble. See the general discussion about this issue below.

For this simple model, analytical expressions for the posterior distribu-

tion can be derived. However, we will concentrate on the more general issue
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