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that computer simulation from the posterior distribution is possible. Fig-

ure 17.4 shows histograms of 100,000 samples from the posterior distribu-

tion for  Such histograms both show which values the posterior

distributions are concentrated around and the uncertainty involved. For 

and  the prior distributions are superimposed, and the sharper peaks in

the posterior distributions show the learning from data about the para-

meters in question. Note that given samples  of , we can easily

obtain samples of  by the transformation  for 

Summary statistics such as mean, variance, and credibility intervals can

easily be extracted and are given in Table 17.1. Comparing the point esti-

mates to those obtained by maximum likelihood, we see that for  and 

they are essentially equal. This result is related to that we are using non-

informative prior distributions. For  the point estimates are somewhat

influenced by the prior giving a shift towards the prior distribution. Recall-

ing that the prior mean of  was 3, we see that our Bayesian estimate is

moved towards the prior mean compared to the maximum likelihood esti-

mate. On the right of Figure 17.3, posterior distributions for  are given

for the different prior distributions shown on the left. We see that for the

most informative prior (solid line), the posterior distribution is very much

influenced by the prior (the main mass is in the middle of the prior mean

and the maximum likelihood estimate). For the two other priors, being

more vague, the main mass is around the maximum likelihood value, indi-

cating that the posterior distribution is largely influenced by the data.

Figure 17.4 Histogram of 100,000 samples from the posterior distribution of
 and  using prior parameters . The prior distributions for 

and  are superimposed on the histograms (dashed line).
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