
chapter 17568

This example illustrates many aspects which can be transferred to more general

cases. When using informative priors, posterior means will be smoothed versions

of the prior means and the maximum likelihood estimates. When using non-

informative priors, Bayes estimates are typically similar to the ML estimates.

Non-informative priors are not proper densities in many cases, in that they can

have infinitive mass. Formally, an improper prior can be seen as a limit of a

sequence of proper priors with variances increasing to infinity. In practice such

The amount of learning extracted from data depends on the information

in the data. Figure 17.5 shows posterior distributions for  for varying

numbers of observations. More data result in sharper peaks in the poste-

rior distributions. Note that for small numbers of data, the posterior will

be close to the prior, while for increasing number of observations the prior

becomes less influential.

Figure 17.5 Posterior distributions for  based on the first n observations. n = 0
corresponds to the prior distribution. Results are based on prior parameters
a = 0.9, b = 0.3.

Table 17.1 Posterior summary statistics of τ, σ 2, μ, and ρ for the analysis of 
luteinizing hormone data using prior parameters (a, b) = (0.9, 0.3). SE is standard 
error while CrI is credibility interval. The last column gives the corresponding ML 
estimates.

Parameter Mean SE 95% CrI ML

τ 20.091 4.155 (12.767, 28.991) 27.185

σ 0.227 0.024 (0.186, 0.280) 0.192

μ 0.366 0.125 (0.121, 0.613) 0.364

ρ 0.572 0.142 (0.291, 0.851) 0.574
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