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The use of latent variables as a modeling tool has become very popular recently,

partly because of the great flexibility in describing complicated dependence struc-

tures, and partly because the computational obstacles now can be handled

through Monte Carlo simulations. However there is a computational cost in

including latent variables. Performing inference based on models like (17.5) is not

straightforward. This issue will be discussed in Section 17.6.

17.5 Model selection
In many real applications, uncertainty is also related to the model(s) assumed. For

our running example, an alternative model to (17.1) is

(17.6)

Figure 17.7 Upper panel shows histograms of  (left),  (middle) and  (right)
based on 10,000 samples from the posterior distribution using prior parameters

 and . Posterior densities for the original model (17.1) are shown as
dashed lines. Lower panel shows posterior mean (solid line) and 95% credibility
intervals (dashed lines) for . Observations (on log-scale) are shown
as circles.
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