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The effect estimates in Table 1.4 are calculated by the method of maximum likeli-

hood (Sections 3.2 and 6.3.1) which is equal to the method of least squares in lin-

ear regression (Section 4.2). In linear regression, a  confidence interval

is given by

where  denotes the  percentile of the t-distribution with df degrees of

freedom and . In logistic, Cox, and Poisson regression we interpret

the results by  rather than the estimated regression coefficients. A 

confidence interval is given by

The null hypothesis  can be tested by the test statistic

where the P-value is found from a table of the standard normal distribution. Note

that the t-distribution with df degrees of freedom is used in linear regression (Sec-

tions 4.2 and 4.3). This is the Wald test (Section 3.2). Equivalently, the statistical

package may give

Table 1.4 Regression models.

Outcome Regression model Effect estimate Chapter

Continuous data Linear regression Regression coefficient, 4

Nominal data

Two categories Logistic regression Odds ratio, 3

>Two categories Multinomial logistic regression Odds ratio, 3

Ordinal data Ordinal logistic regression Odds ratio, 3

Count data Poisson regression Rate ratio, 6

Time to event data Cox regression Hazard ratio, 5

Poisson regression Incidence rate ratio, 6
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