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10.2.1 Correcting using external validation data
There are some settings where the misclassification rates are known, including

intentionally introducing misclassification to protect privacy or the use of ran-

domized response techniques; see van den Hout and van der Heijden (2002) for

examples and discussion. More typically the misclassification rates are estimated

through the use of validation data.

Here, we consider the case where the validation data is from an external study, a

study that is independent of the main study data, as in Table 10.1.There are 

observations for which W and X are both observed. The + notation indicates sum-

mation over the omitted index; e.g., . The W’s entering into the

external validation study must be random (in order to estimate the probabilities

for W given X) so we assume it is not obtained using stratification based on W. The

other important assumption here is that the misclassification model is assumed to

be exportable, which means the sensitivity and specificity are the same for the

main data as for the validation data.

The validation data yields estimated specificity and sensitivity

Using these leads to a corrected estimator,

(10.1)

In rare cases, the corrected estimator may be less than 0 or greater than 1 and will

need to be truncated. If the sensitivity and specificity were known, the corrected

estimator is unbiased for p. Otherwise there is some bias, which decreases as the

size of the validation sample increases. With a small validation study, the bias may

be an issue, which can be investigated using the bootstrap.

Table 10.1 Representation of external validation data.
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