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10.3 Misclassification in two-way tables
This section examines two-way contingency tables. To illustrate the key points we

limit the discussion to where both variables are binary, and there is misclassifica-

tion in one variable only. A full discussion allowing error in one or both variables

under various designs as well as some discussion on handling more than two cat-

egories can be found in Chapter 3 of Buonaccorsi (2010). In addition that chapter

contains many details (e.g., how to compute standard errors) that are omitted in

the exposition below.

10.3.1 Models and naive analyses
Without misclassification, the problem is one of estimating and comparing pro-

portions in two-way contingency tables as was discussed in Section 2.3. The

parameters of interest might be specified in terms of the joint probabilities

or in terms of the conditional probabilities for one variable given the other, as

summarized in Table 10.6.

This second example was chosen in part to illustrate the somewhat odd

phenomenon that there can be serious misclassification but little bias in

the naive estimator, as evidenced by little change in the corrected estimator.

This is rare in practice, but can occur.

The reason is that for given misclassification rates, the bias in the naive

estimator, which was given earlier, will equal 0 for some true p. With the given

misclassification rates for the IPAQ that value turns out to be at p = 0.705.

Table 10.5 Estimation of proportion following physical activity guidelines using 
validation data as internal. The CI for the bootstrap is a percentile interval.

Method Estimate SE 95% CI

Naive 0.704 0.0144 (0.657, 0.732)

Corrected 0.703 0.0329 (0.638, 0.767)

Bootstrap 0.703(mean) 0.0329 (0.638, 0.766)
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